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FISA DISCIPLINEI
1. Date despre program
1.1 Institutia de Tnvatamant superior Universitatea Tehnica din Cluj-Napoca
1.2 Facultatea Facultate.a.de Electronica, Telecomunicatii si Tehnologia
Informatiei
1.3 Departamentul Bazele Electronicii

Inginerie electronica, telecomunicatii si tehnologii

1.4 Domeniul de studii . .
informationale

1.5 Ciclul de studii Master

Inteligenta artificiala si prelucrari in semnale in electronica si

1.6P | de studii / Califi . <
rogramul de studii / Calificarea telecomunicatii (in limba engleza) / Master

1.7 Forma de invatamant IF —invatamant cu frecventa

1.8 Codul disciplinei IAPSET-E 1.00

2. Date despre disciplina

2.1 Denumirea disciplinei Notiuni fundamentale de inteligenta artificiala
2.2 Aria de continut Inteligenta artificiala
2.3 Responsabil de curs Prof.dr.ing. Gabriel Oltean

2.4 Titularul activitatilor de seminar/ |[S.l.dr.ing. Laura Ivanciu
laborator / proiect

2.5 Anul de studiu | [ | 2.6 Semestrul | 1 | 2.7 Tipul de evaluare | E | 2.8 Regimul disciplinei | DA/DI

3. Timpul total estimat

3.1 Numér de ore pe saptimana 3 |dincare: 3.2curs | 2 |3.3seminar/laborator 1
3.4 Total ore din planul de invatdmant |100|din care: 3.5curs | 28 [3.6 seminar / laborator 14
Distributia fondului de timp ore
Studiul dupa manual, suport de curs, bibliografie si notite 27
Documentare suplimentara in biblioteca, pe platformele electronice de specialitate si pe teren 14
Pregatire seminarii / laboratoare, teme, referate, portofolii si eseuri 14
Tutoriat

Examinari 3
Alte activitati: ..cooceeeveiee e,

3.7 Total ore studiu individual 58

3.8 Total ore pe semestru 100

3.9 Numarul de credite 4

4. Preconditii (acolo unde este cazul)

4.1 de curriculum

Cunostinte de matematica elementara, operatii cu matrice, masuri ale erorii,

4.2 de competente S . . o L -
P ’ functii, derivate partiale, notiuni de optimizare; utilizare Matlab
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5. Conditii (acolo unde este cazul)

5.1. de desfasurare a cursului Cluj-Napoca

5.2. de desfasurare a seminarului /
laboratorului / proiectului

Cluj-Napoca

6. Competentele specifice acumulate

C7. Conceperea, implementarea si testarea de sisteme si de diverse tipuri de aplicatii
(prelucrari de semnale, clasificare, regresie, detectie, procesarea limbajului natural,
*Gé" % recunoastere de forme) care se bazeaza pe tehnici de invatare automata sau de invatare
£ é profunda
g— Q C7.1 Proiectare, implementare, testare si exploatare de aplicatii folosind metode clasice
S g de invdtare automata
C7.2 Proiectare, implementare, testare si exploatare de aplicatii folosind retele neuronale
clasice si convolutionale
o o |- Identificarea surselor informationale si a resurselor de comunicare si formare
:]c_: ‘_&" profesionala asistata (aplicatii software de specialitate, baze de date, portaluri Internet, cursuri
‘g g on-line etc.) atat in limba romana, cat si in limba engleza.
g c | Dezvoltarea abilitatilor de lucru, atat in echipad, cat si in mod independent; de rezolvare de
O I | probleme siluare de decizii

7. Obiectivele disciplinei (reiesind din grila competentelor specifice acumulate)

7.1 Obiectivul | Tntelegerea principiilor si a unor modalititi de implementare si utilizare a retelelor
general al neuronale conventionale pentru diverse tipuri de aplicatii (pentru recunoastere de
disciplinei forme, modelare, gruparea datelor, predictie)

- Intelegerea conceptelor fundamentale referitoare la inteligenta artificiald

- Dobandirea competentelor necesare proiectarii si utilizarii RNA pentru procese de
recunoastere de forme

- Dobandirea competentelor necesare proiectarii si utilizarii RNA pentru procese de

7.2 Obiectivele | modelare
specifice - Dobandirea competentelor necesare proiectarii si utilizarii RNA pentru procese de

grupare a datelor

- Dobandirea competentelor necesare proiectarii si utilizarii RNA pentru procese de
predictie

- Dobandirea competentelor necesare proiectarii, implementarii si utilizarii unor
sisteme complexe bazate pe RNA
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8. Continuturi

8.1 Curs Mpert:(;:iaer:e Observatii
1. Introducere. Fundamente ale inteligentei artificiale. invitare automata, R
Tipuri de instruire. S
2. Reprezentarea si transferul cunoasterii. Tehnici de data mining. 3
Rationament. 1_535
3. Conversia datelor categorice (calitative) in date numerice (cantitative). 2
Scalarea datelor. Suprapotrivire. Seturi de date: instruire, validare, 5
testare §
4. Modele statistice. Regresie: simpla, multipla, polinomiala. Calitatea o
regresiei. Metoda gradientului descendent (GD) pentru invatare %
automata. Functia de pierdere, functia cost. §
5. Regresia logistica din perspectiva retelelor neuronale. Modelul 3 fg >
neuronului pentru regresie logistica. Functia cost. Metoda gradientului § g 5 2
descendent (GD) pentru regresia logistica. Propagarea inversa. ® O g f’t’
Instruirea pentru un exemplu si pentru exemple multiple. iEJ % o £
6. Perceptronul I = & §
Masuri ale performantei unui clasificator binar. Matricea de confuzie 3 0>{ % 3
7. Retele neuronale artificiale cu propagare inainte. Arhitectura. S % Z §
Determinarea iesirii. Functii de activare “—i = g_ <
8. Propagarea inversa. Instruire pentru un exemplu si pentru exemple QE, é 852
multiple <>1<J 9 -
9. RNA pentru recunoastere de forme. Arhitectura retelei. Instruire, g
interpretarea performantelor, utilizare. Aplicatii "g’
10. RNA pentru aproximare de functii (modelare date). Arhitectura retelei. o
Instruire, interpretarea performantelor, utilizare. Aplicatii *§
11. RNA pentru gruparea datelor. Arhitectura retelei. Instruire, §
interpretarea performantelor, utilizare. Aplicatii §
12. RNA pentru predictie. Serii de timp. Arhitectura retelei. Instruire, o
interpretarea performantelor, utilizare. Aplicatii. qc;
13. Aspecte ale implementarii RNA Tn scenarii din lumea reald u%
14. Recapitulare. Pregatire pentru evaluare.
Bibliografie
1. Oltean, G., Al Fundamentals, http://www.bel.utcluj.ro/dce/didactic/aif/
2. Andrew Ng, Neural Networks and Deep Learning, https://www.coursera.org/learn/neural-networks-deep-
learning?specialization=deep-learning
3. A Hands-On Introduction to Machine Learning, Chirag Shah, Cambridge University Press, ISBN: 9781009122092,
2023
4. lan Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (Adaptive Computation and Machine Learning),
MIT Press, 2016, http://www.deeplearningbook.org
5. Phil Kim, MATLAB deep learning: with machine learning, neural networks and artificial intelligence, Apress, 2017
6. Rutkowski, L., Computational Intelligence. Methods and Techniques, Springer, 2005, ISBN 978-3-540-76287-4,
pp. 514;
7. Eberhart, R., Shi, Y., Computional Intelligence, Concepts to implementations, Elsevier Inc., 2007, ISBN: 978-1-
55860-759-0, 467 pp.
8. Padhy, N., P,, Artificial Intelligence and Intelligent Systems, Oxford University Press, 2007, ISBN-13:978-0-19-
567154-4, 614 pp.
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8.2 Aplicatii (Laborator) M;rt:(;daer:e Observatii
1. Conversia datelor categorice in date numerice. Scalarea datelor ) o
2. Regresia liniara: Predictia notei unui student in functie de numarul orelor @ 3 % E
de studiu 2= § f 2 z
3. Regresie logistica: clasificarea intentiei clientilor de a renunta la serviciile é & % % é ©
unei banci S gl 3323
4. RNA pentru recunoasterea de forme: recunoasterea cifrelor de mana E E § s 2 LOU
5. RNA pentru aproximarea de functii: aproximarea nivelului de grasime din g *g g ’g 8\ Z
corpul unui pacient T o g 9 g &
6. RNA pentru predictie: model predictiv pentru deplasarea orizontala a I_% '§ %_ § ks 8
unui baraj folosind o retea neuronala autoregresiva NARX Q € & I
7. Laborator de sinteza =

Bibliografie

1. Oltean, G., Al Fundamentals, http://www.bel.utcluj.ro/dce/didactic/aif/

2. Matlab, Shallow Networks for Pattern Recognition, Clustering and Time Series,
https://www.mathworks.com/help/deeplearning/gs/shallow-networks-for-pattern-recognition-clustering-and-

time-series.html

9. Coroborarea continuturilor disciplinei cu asteptarile reprezentantilor comunitatii epistemice, asociatiilor
profesionale si angajatorilor reprezentativi din domeniul aferent programului

Competentele dobandite sunt necesare specialistilor care isi desfasoara activitatea in domeniul dezvoltarii de solutii
bazate pe tehnici de inteligenta artificiala, retele neuronale, retele neuronale profunde, retele convolutionale.

10. Evaluare

Tip activitate

10.1 Criterii de evaluare

10.2 Metode de evaluare

10.3 Pondere
din nota finala

Nivelul achizitiei cunostintelor

Examen scris de evaluare

implementare RNA in Matlab

10.4 Curs
teoretice si nivelul deprinderilor sumativa: rezolvare probleme, 60%
dobandite implementare RNA in Matlab
Evaluare pe parcurs: analiza
10.5 Laborator ) I A . - ’
Nivelul abilitatilor dobandite proiectare, optimizare, 40%

pentru aplicatii de:

- modelare
- grupare a datelor
- predictie

1.6 Standard minim de performanta
- Cunoasterea conceptelor fundamentale referitoare la instrurea supervizata si nesupervizata
- Cunoasterea unor modalitati de configurare, implementare, instruire, testare si utilizare a unei RNA

- recunoastere de forme

L>5 siE>4, Nota=0,6E+0,4L
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Data completarii:
25.06.2024

Titulari Titlu Prenume NUME Semnatura
Curs Prof.dr.ing. Gabriel Oltean
Aplicatii

S.l.dr.ing. Laura Ivanciu

10.07.2023

11.07.2023

Data aprobarii in Consiliul Facultatii ETTI

Data avizarii in Consiliul Departamentului de Comunicatii

Director Departament Bazele Electronicii
Prof.dr.ing. Virgil Dobrota

Decan
Prof.dr.ing. Ovidiu Pop
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